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Abstract. Hydropower is an exceptionally reliable and environmentally friendly power 

generation technology in today's energy landscape. Its eco-friendliness significantly aids 

in reducing greenhouse gas emissions. However, maintaining the reliability and 

performance of hydropower plants is paramount to ensuring a stable electricity supply. 

One of the crucial factors influencing the effectiveness of operation and maintenance 

planning for hydropower plants is the availability of water inflow. To achieve optimal 

performance and reliability, it's essential to have a clear understanding of how much water 

the plant can harness for energy generation. The primary objective of this paper is to 

conduct a comprehensive and in-depth exploration of various methodologies for 

forecasting water inflow, with a particular focus on empirical forecasting methods. These 

forecasting methods are essential in enhancing the planning and execution of operation 

and maintenance activities in water resource management and hydropower generation. In 

order to illustrate the practical use of these methodologies, the paper presents a case study 

on inflow forecasting for the Bakaru Hydropower Plant. This case study utilizes empirical 

methods such as Multiple Linear Regression (MLR), Support Vector Machines (SVM), 

Artificial Neural Networks (ANN), and Seasonal Autoregressive Integrated Moving 

Average (SARIMA) to predict water inflow patterns. The results of the case study indicate 

that the most effective method for information forecasting at the Bakaru Hydroelectric 

Power Plant is the Artificial Neural Network (ANN) method, with an R-squared value of 

0.39 and a Root Mean Square Error (RMSE) of 25.15. 

Keywords: Inflow Forecasting, Run of River, Numerical, Empirical, ANN, SVM, MLR, 

SARIMA 

1 Introduction 

Hydropower plants are exceptionally reliable and environmentally friendly power 

generators. Unlike fossil fuel power plants, which generate greenhouse gases and 

harmful pollutants, hydropower plants generate electricity with zero or almost 

zero emissions (Demirbas, 2009). In Indonesia, a country with many water 
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resources, hydropower has been widely utilized to meet its energy needs, which 

are increasing daily. Likewise, many other countries worldwide have widely used 

hydropower for electrical energy sources. It contributed approximately 16% of 

global electricity (Almulla et al., 2023). Figure 1 shows the world's electricity 

generation by fuel type in 2016. 

 

Figure 1. The world's electricity generation by fuel type (Killingtveit, 2020). 

Maintaining the reliability of hydropower plants has become one of the most 

essential roles in supplying sustainable energy. Hydropower plants are expected 

to operate efficiently and reliably, significantly impacting the global electricity 

grid.  However, the pattern of maintenance is not optimal in some hydropower 

plants. Maintenance is primarily based on working hours regardless of seasonal 

conditions when maintenance must be carried out. Inflow forecasting still does 

not have an influential role in maintenance planning. 

The timing of maintenance at hydropower is an important point, as it can impact 

the overall system’s performance and reliability. Inflow forecasting can play an 

essential role in maintenance planning. Adopting advanced forecasting 

techniques and real-time monitoring can ensure that maintenance activities are 

carried out at the most appropriate time, minimize the impact on electricity 

production, and improve the overall reliability of hydropower plants. This 

approach is critical as we prioritize sustainable and reliable energy sources in a 

changing world. 

Several studies have examined the role that effective inflow forecasting can play 

in operation and maintenance patterns. Here are some examples of studies that 

have been conducted: The Sirikit Dam of the Chao Phraya River, which provides 

hydropower and irrigation facilities (Meema et al., 2021), Boryeong Dam, which 

supplies a significant power that provides 25% of South Korea’s electricity (Lee 

et al., 2020), Dukan Reservoir in Iraq which supply hydropower plants (Saab et 

al., 2022), The River Uruguay at Machadinho (Collischonn et al., 2005), 23 dams 
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located in various climate zones of the contiguous U.S. (CONUS) operated for 

multiple purposes such as hydropower generation (Ahmad and Hossain, 2019), 

etc. 

Currently, in Indonesia, most hydropower plants rely on historical data averaging 

discharge from the past 5 or 10 years to plan their operational and maintenance 

schedule. Unfortunately, many possess comprehensive data that could 

significantly enhance inflow forecasting accuracy. Numerical data processing can 

offer a much more effective forecasting inflow when compared to relying on 

historical data averages.   

Hence, a Comparison of inflow forecasting in optimizing operation and 

maintenance patterns is necessary. The purpose of this research was to compare 

several methods in inflow forecasting. In this study, three distinct methods will 

be applied, namely Multi Linear regression (MLR), Support Vector Machine 

(SVM), and Artificial Neural Network (ANN). This study will be conducted at 

Bakaru Hydropower Plant and will encompass the application of all three 

methods. 

This study aims to identify and compare the effectiveness of each method in 

predicting water inflows to hydropower. Thus, these results will help hydropower 

plants like Bakaru Hydropower to improve their operational planning and 

maintenance. 

2 Inflow Forecasting Methods 

2.1 Multi Linear Regression (MLR) 

Regression analysis is a statistical method to predict and estimate the correlation 

between variables with a cause-and-effect connection. Univariate regression is a 

regression model that analyses the relationship between one dependent and 

independent variable. In comparison, a regression model with one dependent 

variable and more than one independent variable is called multiple linear 

regression (Uyanık and Güler, 2013). The numerical method of forecasting 

inflow includes multiple linear regression, which is the simplest machine learning 

model. The general equation of MLR is:   

𝑌 = 𝛽0 + 𝛽1𝑋1 + 𝛽2𝑋2 + ⋯ + 𝛽𝑛𝑋𝑛 + 𝜀                   (1) 

Where Y is the dependent variable, β0 is intercept, Xi are independents variable, 

βi are parameters, and ε is error. Some conditions that must be met to perform 

MLR analysis are normal distribution, linearity, absence of outliers, and there is 

no double relationship between independent variables (Bϋyϋkӧztϋrk, 2002). 
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2.2 Support Vector Machine (SVM) 

Support Vector Machine (SVM) is a machine learning model included in a 

supervised learning algorithm; SVM can be used for classification and regression 

functions. SVM was invented in 1991 by French researcher Isabelle Guyon. The 

working principle of SVM is to predict two possible groups from the given data 

and determine which is different from the other (Wee et al., 2021). The 

advantages of SVM are that it can provide clear decision boundaries, handle non-

linear data, and have wide applications, including text classification, image 

classification, and regression prediction (Wee et al., 2021).  Figure 2 shows the 

general flow chart of SVM. 

 

 
Figure 2 General Flowchart of SVM 

2.3 Artificial Neural Network (ANN) 

Artificial Neural Networks (ANN) are computational models inspired by the 

structure and function of the human brain (Haykin, 1994). They are used in 

machine learning and are very effective in classification, regression, and pattern 

recognition. Neural networks consist of interconnected processing elements with 

quality connections adjusted during training. The study used an advanced neural 

network with a backpropagation learning algorithm. Its basic unit is a processing 

node that behaves like a neuron, which sums weighted inputs and passes them 

through the activation function. The nodes form a layer with no connections 

within that layer. The input layer distributes the data, followed by the hidden and 

output layers (Taghi Sattari et al., 2012). Figure 3 shows a general model for 

artificial neural networks. 
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Figure 3. General artificial neural networks model 

Since being introduced by McCullough and Pitts in 1943, the concept of neurons 

has continued to evolve into much more detailed and realistic models, both of 

neurons and larger systems within the brain, giving rise to the modern field of 

computational neuroscience (Chukwuemeka Nwobi-Okoye et al., 2013a).   

2.4 Autoregression Integrated Moving Average (ARIMA) 

Time Series prediction is a method aimed at extracting inter-implicit relationships 

in a time series and investigating changes in principle based on previous 

observations. Thousands of models have emerged from the perspective and idea 

of flexible model ideas. ARIMA is one of the most fundamental models in time 

series prediction (Yitong Li et al., 2023).  

 

The ARIMA model is a method of time series analysis based on stochastic theory 

proposed by Box and Jenkins in 1970. A time series is a group of stochastic 

variables that change with time and exhibit some regularity, allowing for 

predicting future patterns (Wen et al., 2023).  

 

In this case study, the type of ARIMA used will be SARIMA. The general 

equation is: 

∆𝑑𝑦𝑡 =  𝜃0 +  ∑ 𝜑𝑖 ∆
𝑑𝑝

𝑖=1 𝑦𝑡−1 + 𝜀𝑡 + ∑ 𝜃𝑗𝜀𝑡−𝑗
𝑞
𝑗=1  

             (2) 

Where: 

 εt= the series yt after d-order differencing 
 φi and θj= parameters to be estimated 
 p and q = the orders. 
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3 Case Study: Bakaru Hydropower Plant 

3.1 Bakaru Hydropower 

Bakaru is a hydropower plant with a run-of-river type, which deflects water in 

the river to generate electrical energy. Although included in the run-of-river 

category, the Bakaru hydropower plant has a small dam with an initial capacity 

of about 6,900,000 cubic meters. Bakaru dam is essential in regulating inflow and 

water usage in the Bakaru hydropower plant. Overall, the Bakaru hydropower 

plant has a unique configuration, combining the characteristics of a run-of-river 

and large dam-type power plants. 

The Mamasa River Basin (DAS) is located to the north of Mount Paraleang in 

Polumasu, passing through Pinrang City and merging into the Saddang River, 

covering an area of approximately 1200 km2 along the total length of the Mamasa 

River, which is about 126 km.  Figure 4 shows the DAS of the Mamasa River 

that is used to generate electricity at Bakaru Hydropower. 

 
Figure 4 DAS Mamasa (A-B) 

Bakaru Hydropower has a capacity of 126 MW, making it one of Sulawesi's 

largest renewable energy power plants. In the operational and maintenance 

planning at Bakaru Hydropower, they still rely on working hours and average 

data from the actual inflow over the past five years. This leads to inefficiencies 

in the operational planning and maintenance at Bakaru Hydropower. This 

becomes a significant disadvantage for the electrical system in Sulawesi. 

3.2 Data Collection 

The data used for this case study is obtained from the evaluation and reporting of 

the hydrology of the dam and the Bakaru Hydropower. The data consists of actual 

inflow, power load, and dam elevation. The compiled data spans from January 

2013 to 2022. Other than that data, it will also be supported by rainfall data 

obtained from BMKG (Meteorology, Climatology, and Geophysics Agency). 

The available rainfall data also spans from January 2013 to December 2022.  
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3.3 Inflow Forecasting and Analysis 

3.3.1 Data Precipitation 

Data precipitation is carried out by importing libraries and data, brief exploratory 

data analysis, and seeing feature correlations without time considerations. Brief 

exploratory data analysis is carried out in several stages to produce a summary 

statistics dataset as shown in Tables 1 and 2 below: 
Table 1 Weekly data summary statistics 

 Load (MW) Inflow (M3/s) Elevation (mdpl) Rainfall (mm) 

Count 480 480 480 480 

Mean 98.51 64.03 615.29 338.85 

Std 27.95 37.1 0.66 229.74 
Min 0 10.92 609.23 0 

25% 82.56 36.03 615.29 166.75 

50% 107.67 55.22 615.42 329.5 
75% 121.66 87.23 615.48 494.25 

Max 126 181.62 61.7 1200 

Table 2 Monthly data summary statistics 

 Load (MW) Inflow (M3/s) Elevation (mdpl) Rainfall (mm) 

Count 120 120 120 120 

Mean 98.69 62.2 615.3 339.63 
Std 26.27 31.6 0.42 216.36 

Min 0.12 12.89 611.26 0 

25% 86.67 37.99 615.3 190.75 
50% 106.3 59.22 615.41 339 

75% 118.04 76.63 615.46 477.5 

Max 126 139.62 615.53 962 

After that, a scatter plot and heatmap were used to see feature correlations without 

time considerations. The results are shown in Figure 5 below: 

 

 
Figure 5 Scatter plot of features 

Table 3 shows the obtained p-values for each predictor: 
Table 3 P-values of the predictors 

Predictors P-Value 

Rainfall 2.285e-06 
Load 1.277e-14 
Elevation 0.0007497 
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3.3.2 MLR and SVR 

The initial steps in MLR and SVR are to separate between the dependent 

variable/variable to be predicted (y) and the independent variable (X). Because 

we do not consider the time series here, the X is Load (MW), Elevation (mdpl), 

and Rainfall (mm). At the same time, the y is the data to be predicted, namely 

Inflow (m3/s).  

After that, X and y will be divided into four variables, namely X_train, X_test, 

y_train, y_test. 

 

The ratio of the number of data trains and tests is 80%: 20% with random_state 

= 42. From the intercept and slopes results obtained from the algorithm above, 

this MLR model has the following linear regression formula: 

𝑌 = 60.93 + 19.49 𝑥1 − 1.08  𝑥2 + 2.27 𝑥3  

 (3) 

After that, we evaluate performance using R-squared (R2) and Root Mean Square 

Error (RMSE). Table 4 shows the results: 

Table 4 MLR and SVR performance 

 MLR Monthly MLR Weekly SVR Monthly SVR Weekly 

R-Squared 0.33 0.26 0.11 0.24 

RMSE 26.78 27.63 30.83 27.94 

 

3.3.3  Artificial Neural Networks (ANN) 

The initial steps in ANN are the same as those in MLR and SVM. After splitting 

data, define the number of hidden units used, along with the number of hidden 

units used for each layer: Layer 1 = 160, layer 2 = 480, layer 3 = 256.The learning 

rate used is 0.01. Then, define the loss function to be used. Because this is related 

to regression, the loss function used is Mean Squared Logarithmic Error with 

Adam optimizer. Then, do ANN training with epochs = 10, batch size = 64, and 

validation split = 0.2. 

3.3.3.1 Mean Square Logarithmic Error 

Plot means squared logarithmic error with epochs. The smaller the model, 

the better the epoch order, then calculate the R-squared and RMSE. Figure 

6 shows mean squared logarithmic error for monthly and weekly datasheet. 
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Figure 6 Mean squared logarithmic error (monthly and weekly datasheet) 

3.3.3.2 Model performance test 

Table 5 below shows the model performance test from monthly and weekly 

datasheet. 
Table 5 Model performance test 

 Monthly Weekly 

R-Squared -0.65 0.38 

RMSE 42.10 25.33 

 

3.3.4 Seasonal Autoregression Integrated Moving Average 

(SARIMA) 

3.3.4.1 Stationarity testing for ARIMA parameters (p, d, q) 

Figure 7 below shows stationary test for ARIMA with monthly and weekly 

datasheet. 

 
Figure 7 Stationarity test for ARIMA (monthly and weekly datasheet) 

Both monthly and weekly datasheet has a Critical value (5%) > Test statistic, dan 

p-value < 0.05; this means that Time Series Inflow is stationery and time series 

modelling can be done. 

3.3.4.2 ACF and PACF testing for ARIMA parameters (p, d, q) 

The ARIMA model is a combination of 3 models: AR (p): Auto-Regressive, I 

(d): Integrated, and MA (q): Moving Average, where (p, d, q) is known as the 

order in the ARIMA model. The value of this parameter is based on the model 

mentioned above. p: Number of terms on auto-regressive, d: The number of 
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differentials needed to make a time series stationery, q: The number of lagged 

forecast errors in prediction calculations. 

ARIMA model sequence selection criteria: p: The lag value when the Partial 

Autocorrelation (PACF) graph is truncated or drops close to 0 for the first time; 

d: The number of times differentiation is performed to create a stationary time 

series, q: The lag value when the Autocorrelation (ACF) chart crosses the upper 

confidence for the first time. The result of ACF and PACF testing shown in Figure 

8 below: 

 
Figure 8 Time series analysis plot for ARIMA (monthly and weekly datasheet) 

From both charts above, because ACF Tails Off and PACF Cuts Off after lag to 

1, parameter p is 1, and parameter q is 0. So, it can be concluded the parameters 

p, d, and q obtained are the same for both datasheets: 

p = 1 (PACF chart cuts off after lag to 1) and d = 0 (Because from the beginning, 

the inflow is stationary without even differential transformations) 

q = 0 (ACF Tails Off Chart) 

3.3.4.3 ACF and PACF testing for seasonal parameters (P, D, Q, S) 

The result of ACF and PACF testing for seasonal parameters are shown in Figure 

9 below: 

 
Figure 9 Time series plot for seasonal (monthly and weekly datasheet) 

From both charts above, because ACF Tails Off and PACF Cuts Off after lag to 

1, parameter p is 1, and parameter q is 0. 
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3.3.4.4 SARIMA result 

The results of SARIMA model for monthly and weekly datasheet are shown in 

Table 6 below. 

Table 6 SARIMA results for monthly and weekly datasheet 

  

3.3.4.5 Prediction 

Figure 10 shows the prediction with monthly and weekly datasheets. 

 
Figure 10 SARIMA prediction with monthly and weekly datasheet 

The model performance test from the prediction shown in Table 7 below: 

Table 7 Model prediction performance test 

 Monthly Weekly 

R-Squared -0.68 -0.07 

RMSE 27.22 31.57 

 

4 Conclusion 

From the results of a case study conducted at the Bakaru hydropower plant, an 

ANN-Weekly model with the largest R2 and the smallest RMSE was obtained. 

The order of test performance of all tested models can be seen in the following 

Table 8: 
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Table 8 Performance table of inflow forecasting methods 

Model R-Squared RMSE 

ANN – Weekly 0.39 25.15 

MLR  –  Monthly 0.33 26.78 

MLR – Weekly 0.26 27.63 

SVR – Weekly 0.25 27.84 

SVR – Monthly 0.12 30.83 

SARIMA – Weekly -0.07 31.57 

ANN  – Monthly -0.68 27.22 

SARIMA  – Monthly -0.88 44.98 
 

This study has overlooked factors such as sedimentation and the water level 

within the watershed due to limitations in available data. Consequently, for future 

research endeavors, it is advisable to gather additional data that is anticipated to 

correlate with the inflow discharge. This comprehensive data collection can 

potentially enrich the understanding of the dynamics associated with water flow 

and its influencing factors within the studied area. 

4.1.1.1 MLR and SVR: 

Monthly data shows better model performance compared to weekly data, 

with the monthly MLR (Multiple Linear Regression) model providing the 

best results in both cases. However, the model performance results using 

R Squared are closer to 0 than to 1, indicating that the models are still not 

effective at explaining the data's variability. This is likely due to the 

influence of time series elements affecting the four features, meaning that 

standard machine learning models like linear regression are not sufficient 

to capture the underlying patterns. Time series-based models, such as 

ARIMA, may be more suitable for handling time dependencies that 

conventional models cannot address. 

4.1.1.2 ANN 

Weekly data performs significantly better than monthly data, with the 

ANN (Artificial Neural Network) model outperforming both the MLR 

(Multiple Linear Regression) and SVM (Support Vector Machine) models. 

This suggests that the weekly data, with its higher frequency and 

potentially more detailed patterns, allows the ANN to capture complex 

relationships more effectively than the other models. 
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4.1.1.3 SARIMA 

Monthly data performs slightly better than weekly data, but the 

performance of the SARIMA model is generally lower than that of the 

MLR, SVM, and ANN models. This indicates that while SARIMA is 

designed for time series data, it may not capture the underlying patterns as 

effectively as the other machine learning models in this particular case. 

5 Acknowledgement 

We extend our deepest gratitude to Mr. Yazdi Ibrahim Jenie for his invaluable 

input and insights throughout the preparation of this journal paper. His feedback 

and suggestions have been instrumental in refining our research approach, 

enhancing the clarity of our findings, and guiding us toward a deeper 

understanding of the subject. His commitment to academic excellence and his 

generous sharing of knowledge and expertise have been a constant source of 

inspiration. 

6 References 

[1] Ahmad, S. K., and Hossain, F. (2019): A generic data-driven technique for 

forecasting of reservoir inflow: Application for hydropower maximization, 

Environmental Modelling and Software, 119, 147–165. 

https://doi.org/10.1016/j.envsoft.2019.06.008 

[2] Alhumoud, J. M. (2008): Freshwater consumption in Kuwait: Analysis and 

forecasting, Journal of Water Supply: Research and Technology - AQUA, 57(4), 

279–288. https://doi.org/10.2166/aqua.2008.036 

[3] Almulla, Y., Zaimi, K., Fejzić, E., Sridharan, V., de Strasser, L., and Gardumi, F. 

(2023): Hydropower and climate change, insights from the integrated water-

energy modelling of the Drin Basin, Energy Strategy Reviews, 48. 

https://doi.org/10.1016/j.esr.2023.101098 

[4] Asadi, S., Amiri, S. S., and Mottahedi, M. (2014): On the development of multi-

linear regression analysis to assess energy consumption in the early stages of 

building design, Energy and Buildings, 85, 246–255. 

https://doi.org/10.1016/j.enbuild.2014.07.096 

[5] Bϋyϋkӧztϋrk, S. (2002): Sosyal Bilimler Icin Veri Analizi el Kitabi. 
[6] Chiang, Y. M., Hao, R. N., Xu, Y. P., and Liu, L. (2022): Multi-source rainfall 

merging and reservoir inflow forecasting by ensemble technique and artificial 

intelligence, Journal of Hydrology: Regional Studies, 44. 

https://doi.org/10.1016/j.ejrh.2022.101204 

[7] Chukwuemeka Nwobi-Okoye, C., Anthony Clement, I., Nwobi-Okoye, C., and 

Igboanugo, A. (2013a): Predicting water levels at Kainji dam using artificial 

neural networks, READS Nigerian Journal of Technology (NIJOTECH), retrieved 

from internet: https://www.researchgate.net/publication/303163830, 32(1), 129–

136. 



14 Eldi Amrillah 1,2, Ferryanto 2,3, Gea Fardias Mu’min 2,4 

[8] Chukwuemeka Nwobi-Okoye, C., Anthony Clement, I., Nwobi-Okoye, C., and 

Igboanugo, A. (2013b): Predicting water levels at Kainji dam using artificial 

neural networks, Nigerian Journal of Technology (NIJOTECH), retrieved from 

internet: https://www.researchgate.net/publication/303163830, 32(1), 129–136. 

[9] Collischonn, W., Haas, R., Andreolli, I., and Tucci, C. E. M. (2005): Forecasting 

River Uruguay flow using rainfall forecasts from a regional weather-prediction 

model, Journal of Hydrology, 305(1–4), 87–98. 

https://doi.org/10.1016/j.jhydrol.2004.08.028 

[10] Das, M., Ghosh, S. K., Chowdary, V. M., Saikrishnaveni, A., and Sharma, R. K. 

(2016): A Probabilistic Nonlinear Model for Forecasting Daily Water Level in 

Reservoir, Water Resources Management, 30(9), 3107–3122. 

https://doi.org/10.1007/s11269-016-1334-6 

[11] Demirbas, A. (2009): Global renewable energy projections, Energy Sources, Part 

B: Economics, Planning and Policy, 4(2), 212–224. 

https://doi.org/10.1080/15567240701620499 

[12] Esbaugh, A. J., Brix, K. V., Mager, E. M., and Grosell, M. (2011): Multi-linear 

regression models predict the effects of water chemistry on acute lead toxicity to 

Ceriodaphnia dubia and Pimephales promelas, Comparative Biochemistry and 

Physiology - C Toxicology and Pharmacology, 154(3), 137–145. 

https://doi.org/10.1016/j.cbpc.2011.04.006 

[13] Gatera, A., Kuradusenge, M., Bajpai, G., Mikeka, C., and Shrivastava, S. (2023): 

Comparison of random forest and support vector machine regression models for 

forecasting road accidents, Scientific African, 21. 

https://doi.org/10.1016/j.sciaf.2023.e01739 

[14] Haykin, S. (1994): Neural Networks: A Comprehensive Foundation., Macmillan 

College Publishing Company Inc. 

[15] IHA (2022): Hydropower status report 2021. 

[16] Jana, D. K., Bhunia, P., Adhikary, S. Das, and Mishra, A. (2023): Analyzing of 

salient features and classification of wine type based on quality through various 

neural network and support vector machine classifiers, Results in Control and 

Optimization, 11. https://doi.org/10.1016/j.rico.2023.100219 

[17] Lee, D., Kim, H., Jung, I., and Yoon, J. (2020): Monthly reservoir inflow 

forecasting for dry period using teleconnection indices: A statistical ensemble 

approach, Applied Sciences (Switzerland), 10(10). 

https://doi.org/10.3390/app10103470 

[18] Manoharan, A., Begam, K. M., Aparow, V. R., and Sooriamoorthy, D. (2022): 

Boosting and Support Vector Machines for electric vehicle battery state 

estimation: A review, Journal of Energy Storage. 

[19] Meema, T., Tachikawa, Y., Ichikawa, Y., and Yorozu, K. (2021): Real-time 

optimization of a large-scale reservoir operation in Thailand using adaptive inflow 

prediction with medium-range ensemble precipitation forecasts, Journal of 

Hydrology: Regional Studies, 38. https://doi.org/10.1016/j.ejrh.2021.100939 

[20] Mottahedi, M., Mohammadpour, A., Amiri, S. S., Riley, D., and Asadi, S. (2015): 

Multi-linear Regression Models to Predict the Annual Energy Consumption of an 

Office Building with Different Shapes, Procedia Engineering, Elsevier Ltd, 118, 

622–629. https://doi.org/10.1016/j.proeng.2015.08.495 



Comparison on Inflow Forecasting Methods in Optimizing Operation and 

Maintenance Pattern. Study case: Bakaru Hydropower Plant. 15 

 

 

[21] Msiza, I. S., Nelwamondo, F. V., and Marwala, T. (2008): Water demand 

prediction using artificial neural networks and support vector regression, Journal 

of Computers, 3(11), 1–8. https://doi.org/10.4304/jcp.3.11.1-8 

[22] Paravan, D., Stokelj, T., and Golob, R. (2004): Improvements to the water 

management of a run-of-river HPP reservoir: Methodology and case study, 

Control Engineering Practice, 12(4), 377–385. https://doi.org/10.1016/S0967-

0661(03)00106-0 

[23] Robert, B. M., Brindha, G. R., Santhi, B., Kanimozhi, G., and Prasad, N. R. (2019): 

Computational models for predicting anticancer drug efficacy: A multi linear 

regression analysis based on molecular, cellular and clinical data of oral squamous 

cell carcinoma cohort, Computer Methods and Programs in Biomedicine, 178, 

105–112. https://doi.org/10.1016/j.cmpb.2019.06.011 

[24] Saab, S. M., Othman, F., Tan, C. G., Allawi, M. F., Sherif, M., and El-Shafie, A. 

(2022): Utilizing deep learning machine for inflow forecasting in two different 

environment regions: a case study of a tropical and semi-arid region, Applied 

Water Science, 12(12). https://doi.org/10.1007/s13201-022-01798-x 

[25] Sajikumar, N., and Thandaveswara, B. S. (1999): A non-linear rainfall-runoff 

model using an artificial neural network. 

[26] Taghi Sattari, M., Yurekli, K., and Pal, M. (2012): Performance evaluation of 

artificial neural network approaches in forecasting reservoir inflow, Applied 

Mathematical Modelling, 36(6), 2649–2657. 

https://doi.org/10.1016/j.apm.2011.09.048 

[27] Tarmanini, C., Sarma, N., Gezegin, C., and Ozgonenel, O. (2023): Short term load 

forecasting based on ARIMA and ANN approaches. 

[28] Uyanık, G. K., and Güler, N. (2013): A Study on Multiple Linear Regression 

Analysis, Procedia - Social and Behavioral Sciences, 106, 234–240. 

https://doi.org/10.1016/j.sbspro.2013.12.027 

[29] Valizadeh, N., El-Shafie, A., Mukhlisin, M., and El-Shafie, A. H. (2011): Daily 

water level forecasting using adaptive neuro-fuzzy interface system with different 

scenarios: Klang Gate, Malaysia, International Journal of Physical Sciences, 

6(32), 7379–7389. https://doi.org/10.5897/IJPS11.1314 

[30] van der Zijden, A. M., Groen, B. E., Tanck, E., Nienhuis, B., Verdonschot, N., and 

Weerdesteyn, V. (2017): Estimating severity of sideways fall using a generic multi 

linear regression model based on kinematic input variables, Journal of 

Biomechanics, 54, 19–25. https://doi.org/10.1016/j.jbiomech.2017.01.033 

[31] Wee, W. J., Zaini, N. B., Ahmed, A. N., and El-Shafie, A. (December 1, 2021): A 

review of models for water level forecasting based on machine learning, Earth 

Science Informatics, Springer Science and Business Media Deutschland GmbH. 

https://doi.org/10.1007/s12145-021-00664-9 

[32] Wen, T., Liu, Y., Bai, Y. he, and Liu, H. (2023): Modeling and forecasting CO2 

emissions in China and its regions using a novel ARIMA-LSTM model, Heliyon, 

9(11). https://doi.org/10.1016/j.heliyon.2023.e21241 

[33] Yitong Li, Kai Wu, and Jing Liu (2023): Self-paced ARIMA for Robust Time 

Series Prediction, Knowledge Based Systems. 

 


