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Abstract. A web-based local server monitoring application using Zabbix 

monitoring tools was developed to fulfill the requirement of monitoring the status 

of network downtime and network uptime. One of the main requirements is the 

ability to get real-time notifications if the server has a network problem so that 

mitigation actions can be taken quickly. In addition, this application is also 

completed with the feature of sending server downtime and uptime network status 

to mobile applications (Telegram) and website applications built using the PHP 

programming language and MySQL database. By sending the status of server 

network problems to the website that was built, it is useful to illustrate trends and 

analyze patterns of server network problems, as well as analyze cluster servers 

based on total network disruption. With this recapitulation, network administrators 

can make better evaluations and planning to improve server reliability and reduce 

potential downtime in the future. The Zabbix monitoring tool was chosen because 

of its comprehensive and flexible ability to monitor various server parameters and 

the ease of managing and displaying data through an intuitive web interface. The 

results of this implementation are expected to improve operational efficiency and 

maintain the continuity of services offered by the server. 

Keywords: server network monitoring, notification, cluster, zabbix, web application, 

telegram. 

1 Introduction 

In the digital era, monitoring the availability and performance of servers is a 

crucial aspect of IT infrastructure management. An undetected downtime can 

cause significant losses to the organization, both in terms of finance and 

reputation. Monitoring server availability and performance includes network 
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monitoring. Network monitoring is a procedure used to monitor computer 

network systems and notify network administrators in the event of a disruption 

[1]. Network monitoring is very important to keep the network functioning 

properly and know the current condition of the network [2]. Therefore, the 

development of an effective monitoring system is essential to ensure smooth 

operations and reduce the risk of disruptions. One of the widely used tools in 

server monitoring is Zabbix, which is known for its comprehensive and flexible 

monitoring capabilities. Based on a survey, the most popular open-source 

monitoring solutions are Nagios, Zabbix, Pandora FMS, Cenoss Core, and Cacti 

[3]. Zabbix allows real-time monitoring of various server parameters and 

provides immediate notification when a fault occurs. One of the monitoring is 

network monitoring which can be done in real-time [4]. 

Zabbix is a distributed monitoring server based on a Web interface and is a free 

and open-source enterprise-level monitoring system solution [5]. It collects data 

from various sources and presents it in the form of easy-to-understand graphics 

and reports. One of Zabbix's outstanding features is its ability to communicate 

with web applications via webhooks. A webhook is a mechanism that allows 

Zabbix to send data to other web applications when an event occurs, such as a 

network outage. By using webhooks, notifications from Zabbix can be sent 

automatically to web applications or mobile applications to provide real-time 

information to administrators. With this notification, administrators or network 

operators do not need to open the network monitoring application every time, 

because if there is a disruption in the network, Zabbix will automatically send a 

notification to Telegram so that technicians can find out without opening the 

network monitoring application [2]. 

The choice of application platform for the purpose of sending the server network 

fault status from Zabbix is first to use a web application. Desktop applications are 

now converted or transformed into web applications for ease of use, and its core 

features delivered through a browser make it an efficient choice for simplifying 

functionality to a wide range of devices [6]. The web application developed using 

PHP and MySQL serves as a monitoring application that displays the downtime 

and uptime status of the server and network. The application also stores historical 

data about network disruptions, which can be used for further analysis. With an 

intuitive interface, network administrators can easily access and analyze 

monitoring data to detect disruption patterns and trends that may emerge. This 

historical data is critical in helping administrators perform strategic evaluation 

and planning to improve network reliability and performance. 

Currently, many social media offer APIs so that customized applications can be 

developed, Telegram is one of them through Telegram-API [7]. The API used in 

this research is the Telegram API bot instantly to the network administrator via a 
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mobile device. Telegram is an essentially better messaging platform because it 

offers several features such as synchronization, fast service, reliable backup, and 

better security [8]. With this integration, whenever a disruption or status change 

occurs on the server, a notification will be sent by Zabbix directly to Telegram, 

so that the administrator can respond to the disruption immediately. 

Cluster analysis has been widely studied and used in various fields [9], [10]. The 

most representative centroid-based clustering method is k-Means [11], [12] 

which is well-known for its high efficiency. For the analysis of network 

disruption data, the k-Means clustering method is used to group servers based on 

the frequency and type of disruptions that occur. K-Means clustering is a data 
analysis technique that groups data into several clusters based on the closeness of 

each data. By using k-Means, administrators can identify which servers 
experience the most frequent disruptions and look for certain patterns that may 

indicate the cause of server disruptions. With this analysis, more effective 

preventive measures and better planning can be taken to improve the stability and 

performance of the server network. 

2 Methodology 

The method used in this research uses the Agile method with the Kanban 

approach. Agile is a software development approach that focuses on iteration, 

team collaboration, response from users, and adjusting plans according to project 

needs. The Agile method provides flexibility to an organization or team to adopt 

a subset of principles and practices selected based on their culture, values, and 

the type of system they are developing [13]. One of the popular Agile methods is 

Kanban, which focuses on workflow visualization and continuous improvement. 

Kanban is a lean production method from the Toyota Production System, which 

was adapted in the early 2000s for software engineering [14]. The Agile approach 

with Kanban offers an effective way to manage software development projects, 

especially in contexts that require high flexibility and rapid response to change. 

Visualizing workflows, limiting work in progress, and focusing on continuous 

improvement, improves efficiency, quality, and stakeholder satisfaction. The use 

of Kanban in Agile allows for more transparent, and adaptive project 

management, which is critical in the dynamic world of software development. 

Using a Kanban board is simply equated to a more complex project board with 

certain rules for each queue [15]. 

2.1 Project Initiation 
 

In the project initiation phase, our main objective was established: to monitor 

server downtime and uptime status in real time using Zabbix. In the initial phase, 
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the researcher created the system design to be developed, as illustrated in Figure 

1. Additionally, the researcher set further objectives: enabling Zabbix to send 

notifications to the developed website and to Telegram in case of network issues, 

and storing historical data on server network disruptions in the website for further 

analysis. The researcher also identified the necessary hardware and software, 

including the servers to be monitored, the Zabbix Server operating system, 

Zabbix configurations, Zabbix Server version, and website development using 

PHP and MySQL databases. Integration with the web application and Telegram 

bot API was also planned in this phase. Additionally, the research schedule and 

system requirements were identified to ensure the research could be carried out 

effectively and on time. 

 

Figure 1 Research system design. 

 

 

Figure 2 Research system requirements. 
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2.2 Planning 

At the planning stage, the project was broken down into manageable, targeted 

tasks. These tasks were organized on a Kanban board with columns labeled "To 

Do," "In Progress," and "Done." Tasks were prioritized based on their importance 

and order of completion. Initial tasks included installing the Zabbix Server, 

configuring webhooks in Zabbix, developing an API for Telegram integration, 

and creating a web-based server disruption monitoring application. Using the 

Kanban board, the researcher could quickly view and manage the tasks that 

needed to be completed. An illustration of the Kanban board used in this study is 

shown below. 

 

Figure 3 Implementation of research kanban board. 

2.3 Implementation 

In the implementation phase, the researcher began working on previously 

identified tasks and moved them to the "In Progress" column on the Kanban 

board. Development was carried out in stages and continuously, with the 

researcher focusing on completing small tasks and testing each developed feature. 

The researcher limited the number of tasks in progress to maintain focus on the 

tasks at hand. These tasks included adding hosts (servers) in Zabbix, configuring 

Webfig for web and Telegram, building the website using PHP and MySQL 

database, implementing K-Means Clustering, registering the Telegram Bot API, 

and developing features such as monitoring server downtime and uptime status, 

disruption notifications, and storing historical data on server network disruptions. 
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Figure 4 Adding hosts (servers) in zabbix. 

 

 

Figure 5 Adding hosts (servers) in website application. 

 

The following is the webhook media type configuration for sending data to the 

website. 

 

Figure 6 Zabbix javascript webhook for sending data to website applications. 
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Next, a bot request was made to Telegram's BotFather, along with the 

configuration of the webhook media type for Telegram using the Telegram 

bot API. 

 

Figure 7 Request telegram API bot. 

 

 

Figure 8 Zabbix webhook configuration for sending data to telegram with 

entering token access from telegram’s bot. 
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In K-Means clustering, a query is made to the MySQL database to obtain the server 

IP, server name, and the number of disruptions for each server. The number of 

clusters (K) was determined using the Elbow Method, where the optimal value of 

K is chosen at the point where the decrease in inertia starts to slow down 

significantly.  

 

Figure 9 Optimal K Selection Using Elbow Method 

Based on the Elbow Method graph, the optimal number of clusters was 

determined to be 3. The data is then divided into these three clusters, associating 

the clustering results with the original data and grouping the data based on the 

specified clusters. The data is encoded into JSON format and prepared for 

visualization in a scatter plot using JavaScript. Next, the Mean Squared Error 

(MSE), Mean Absolute Error (MAE), and Root Mean Squared Error (RMSE) are 

calculated. The error calculations are performed using the mean absolute error 

(MAE) and root mean squared error (RMSE) methods because both provide 

values on a measurement scale, allowing for a clearer view of how close the 

measurements are to the predictions [16]. 

2.4 Testing and Integration 

The testing step was carried out once the features were created to make sure they 

all worked as intended. Any faults or problems discovered during testing were 

fixed by the researchers. The enhancements were incorporated into the system 

after testing was finished. The Telegram API bot, webhooks, web apps, and 

Zabbix were among the system components that the researchers made sure were 

operating correctly. 
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Figure 10 Testing media types webhook sending status down to website 

application. 

2.5 Monitoring and Evaluation 

At this stage, a procedure for monitoring and assessing the outcomes of the work 

is conducted regularly. Both ongoing and completed projects are evaluated, and 

adjustments are made in response to new information and evolving needs. Data 

from the monitoring system is stored in a database, and servers are grouped 

according to the frequency of disruptions using the k-Means clustering technique. 

The researchers use this analysis to identify trends and patterns in disruptions, 

which helps plan server improvements that address underlying issues and 

enhance the performance and reliability of the servers. 

 

2.6 Completion and Documentation 

The completion stage includes the finalization of the project, where researchers 

ensure that all planned and developed features are running well. All remaining 

tasks are moved to the "Done" column on the Kanban board. After that, 

documentation is made covering the process of creating and configuring the 

application. The results of the server network disruption data analysis are then 

documented and used as recommendations for further improvements. The 

monitoring system then enters the production stage and routine maintenance will 

be carried out to ensure the system is running well. User feedback continues to 

be collected as a reference for future system updates and improvements. 

 

3 Results 

If server network downtime occurs, the downtime status will be sent by Zabbix 

to the web application that has been built. In the web application, the server 
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network disruption (downtime) sent by Zabbix includes the server IP and server 

status as parameters. This data is sent to a MySQL database and displayed on the 

website. 

 

Figure 11 Active disruptions display on the website application. 

When the server is back up, Zabbix will send the "up" status to the MySQL 

database, and the disruption will move to the "Closed Disruptions" column. At 

this stage, the administrator will validate the disruption by providing the cause 

and solution for the issue. 

 

Figure 12 Filling in the cause and solution of the server disruption by the 

administrator. 

In the Closed Disruptions section, there is data on the Server IP, Server Name, 

Server Status, Time Down, Time Up, Cause, Solution, Category, Updated By, 

Delete, and Edit. Thus, the disruptions are well-documented in the web 

application that has been built. 

 

Figure 13 Display of closed disruptions on the web application. 
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This website also features a menu for visualizing network disruptions that have 

occurred, including a Graph of the Number of Disruptions Per Day and a Graph 

Based on the Number of Server Disruptions. 

 

Figure 14 Graph of the number of disruptions per day on the web application. 

 

Figure 15 Graph based on the number of server disruptions on the web 

application. 

The results of clustering using K-Means were obtained by grouping servers 

into 3 clusters, with the optimal number of clusters determined using the 

Elbow Method. Each cluster represents a distinct pattern of server 

disturbances: Cluster 2 corresponds to servers with frequent disturbances 

and requires immediate attention, Cluster 3 represents servers with 

moderate disturbances that may need regular monitoring, while Cluster 1 

includes stable servers with rare disturbances. This clustering approach 

helps prioritize server maintenance and effectively identify patterns of 

server disturbances based on their frequencies. The K-Means clustering 

results are visualized in the following scatter plot. 
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Figure 16 Scatter plot using K-Means clustering.  

Notification of server network downtime, with the downtime status also 

sent by Zabbix to Telegram. In the Telegram application, the server 

network disruption (downtime) sent by Zabbix includes parameters such 

as Device IP, Event, Time, and Original Problem ID. When the disruption 

is resolved and the server network is back up, Zabbix will send the 

parameters Device IP, Event, Down Time, and Time. The following image 

is an example of a notification from Zabbix to Telegram. 

 

Figure 17 Downtime and uptime notifications in the telegram application. 

4 Conclusions 

This research successfully developed and implemented a web-based Network 

Monitoring System using Zabbix to monitor the status of server downtime 
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(inactive time) and uptime (active time) in real time. The system can also send 

notifications directly to the web application that has been created and to the 

Telegram application, making it easier for network administrators to quickly 

address disruptions. By storing historical data on network disruptions in a website 

built using PHP and MySQL, the system allows for further analysis to detect 

trends and patterns of disruptions. Additionally, this system can group servers 

using the K-Means method based on the number of disruptions that occur. This 

information is very useful for strategic planning to enhance server network 

reliability, identify servers that need to be prioritized for maintenance, and 

implement more effective preventive measures against network disruptions. 
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